Exploring temperature and precipitation impacts on harmful algal blooms across continental U.S. lakes
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Abstract
Climate change is expected to impact the severity of harmful algal blooms in lakes and reservoirs through a number of mechanisms related to the influence of warming temperatures and changes to precipitation patterns. Evidence on the prevalence of individual mechanisms is lacking, however, with knowledge of many mechanisms restricted to studies of individual or small subsets of lakes. Here, we leverage over twelve hundred summertime lake observations from across the continental U.S. to explore evidence for the hypothesized risks from climate change attributable to specific mechanisms. Using a statistical model selection approach, we examine associations between temperature and precipitation variables and indicators of total phytoplankton abundance, species dominance, and toxicity. We find evidence in support of the hypotheses that summer temperatures drive total abundance, that the length of the summer drives cyanobacterial abundance, and that increased temperatures may reduce the observed toxicity of blooms in some cases. We find that nutrient concentrations are also likely to be impacted by lake warming, as increased temperatures are robustly associated with increased total phosphorus concentrations. Evidence for the impact of precipitation is mixed, however, as there is evidence to support that increased nutrient runoff from precipitation could support blooms but also that nutrient concentrations could be reduced through greater flushing due to precipitation. While statistical associations are not definitive evidence of formal mechanistic links, the geographic scale of the results is useful for identifying hypothesized mechanisms that are widespread across the continental U.S., and therefore for informing understanding of the influence of climate change.

Harmful algal blooms (HABs) are hypothesized to be increasing globally (Paerl and Paul 2012), exacerbated by changing climatic conditions (Paerl and Huismann 2009). Freshwater HABs impact aquatic food production, recreation and tourism, and drinking water supplies, leading to economic losses of $4.6 billion annually in the United States alone (Kudela et al. 2015). HABs dominated by toxic cyanobacterial species are especially concerning due to their potential impact on human health, having been linked to incidents of liver damage and severe skin irritation (Chorus and Bartram 1999; Geh et al. 2016). While there are a number of factors influencing the frequency of HABs, climate change has emerged as one of the most important as it is potentially counteracting local management efforts to improve bloom conditions (Winder 2012). Understanding the potential effects of climate change on HABs in freshwater ecosystems is therefore imperative for safeguarding current and future water quality (Michalak 2016).

Climate change is hypothesized to impact the proliferation of HABs in lakes and reservoirs through a number of mechanisms (Paerl and Huismann 2009; Visser et al. 2016; Huismann et al. 2018). First, increased temperature is hypothesized to lead to selection for more harmful species. This occurs through increased growth rates of harmful cyanobacterial species relative to other species (Paerl and Huismann 2008; Carey et al. 2012; Visser et al. 2016), through extending of the summer growing season (Anneville et al. 2005; Deng et al. 2014; Visser et al. 2016) and through increased vertical stratification resulting in greater fitness by cyanobacteria that are able to regulate their buoyancy (Wagner and Adrian 2009; Carey et al. 2012; Posch et al. 2012; Tararu et al. 2012; Visser et al. 2016). Higher temperature also increases internal phosphorus loading from sediments through increased rates of soil diffusivity and increased rates of soil phosphorus regeneration (Matisoff et al. 2016), and this internal phosphorus source has been shown be a significant proportion of the overall phosphorus budget in some lakes (Jeppesen et al. 2007; Ho and Michalak 2017; Orihel et al. 2017; Ding et al. 2018). Second, greater overall
precipitation and more extreme precipitation events are hypothesized to increase HABs through the generation of greater nutrient runoff (Reichwaldt and Ghadouani 2012; Michalak et al. 2013), although this could be balanced by greater precipitationflushing nutrient-rich waters out of the ecosystem prior to bloom formation (Anderson et al. 2002; Reichwaldt and Ghadouani 2012). Despite this broad literature, evidence on the prevalence of individual mechanisms is lacking, with knowledge of many mechanisms restricted to studies of individual, or small subsets of, lakes (Posch et al. 2012; Descy et al. 2016).

An improved understanding of the prevalence of these hypothesized mechanisms across a large number of waterbodies would make it possible to focus mitigation efforts on those mechanisms that are most widespread. Indeed, different mitigation approaches target different mechanisms: for example, artificial mixing approaches aim to remove the fitness advantage of buoyant cyanobacteria by disrupting vertical stratification (Paerl et al. 2016). Some mitigation strategies may also be more effective at targeting specific aspects of blooms. For instance, as the abundance, species dominance and toxicity of HABs may each respond differently to changes in climate (e.g., higher temperature may promote faster growing but less toxic cells; Peng et al. 2018). As both statistical and mechanistic models are already being used to project the influence of climate change on future HAB occurrence (Beaulieu et al. 2013; Chapra et al. 2017; Lin 2017), deeper knowledge of the mechanisms underlying climatic impacts on HABs is critical for informing such models and improving the robustness of future projections. This is best accomplished by assessing which meteorological conditions, and in what combinations, make HABs most likely across a large number of lakes (Michalak 2016).

Past studies examining large numbers of lakes have primarily explored simple relationships with temperature (Kosten et al. 2012; Beaulieu et al. 2013; Rigosi et al. 2014, 2015; Mantzouki et al. 2018), and close to none have examined relationships with other predictors such as precipitation and stratification, or explored other types of relationships with temperature such as the impact of longer summers. The focus on temperature has been warranted, as increasing evidence suggests lakes are warming at a faster rate than the surrounding air (O’Reilly et al. 2015). However, the paucity of studies examining precipitation impacts is an important omission given its role in impacting nutrient runoff and residence times (Reichwaldt and Ghadouani 2012). To our knowledge, only one past study has quantified the role of precipitation on HABs across a large number of lakes (Lin 2017), and this study only examined total annual amount and intensity of precipitation, not extreme precipitation nor timing of precipitation. The latter two have been documented elsewhere as important for driving HABs and nutrient runoff (Michalak et al. 2013; Sinha and Michalak 2016). Past studies have also not explored the role of precipitation in conjunction with nutrient inputs, which is important because the synergistic effects of high precipitation and high terrestrial phosphorus supply are substantial (Motew et al. 2018). Moreover, past studies have also not explored the impact of meteorology on in-lake nutrient concentrations themselves, only on external nutrient loading into waterbodies (e.g., Sinha and Michalak 2016). This distinction is important because nutrient concentrations have been shown to be the strongest predictors of HABs (Beaulieu et al. 2013; Rigosi et al. 2014; Taranu et al. 2017), and many factors influence the relationship between external nutrient loading and nutrient concentrations (e.g., residence time). Testing specific hypotheses about how climate change is expected to impact internal phosphorus loading furthermore requires examining in situ nutrient concentrations rather than external nutrient loads.

Here, we leverage two country-wide lake surveys along with meteorological data across the continental U.S. to explore whether relationships between meteorology and HABs can be detected in lakes. We explore relationships between HABs and temperature, precipitation, and other variables representing their combined impacts. The statistical importance of different relationships is used to inform possible prevalence of underlying mechanisms across a geographically diverse set of lakes, and the implications for hypothesized climatic impacts on HABs are discussed. In this work, we aim to answer two main questions:

1. What best explains summertime phytoplankton bloom abundance, cyanobacterial dominance, and toxicity in lakes across the continental U.S. when examining the effects of longer summers, thermal stratification, and temperature directly, as well as the effects of precipitation-driven nutrient loading and flushing?

2. Based on the importance of potential meteorological drivers, which of the hypothesized mechanisms of climatic impact are most supported and/or most likely to be widespread?

Methods

Data sets used

We analyzed 2066 observations taken from over 1500 lakes and reservoirs across the continental United States (CONUS) selected by the U.S. Environmental Protection Agency (EPA) for the 2007 and 2012 National Lake Assessment (NLA) surveys. Although the latter survey was performed in 2012, the resultant data became available only in 2017 and thus far few studies have examined data from both surveys together (e.g., Leech et al. 2018). A total of 1028 and 1038 observations were taken in 2007 and 2012, respectively (U.S. Environmental Protection Agency 2010, 2016). Each lake or reservoir was visited once or twice between May and October for each year of the survey (2007 and/or 2012). Survey lakes were selected based on a state by lake size stratified probabilistic sampling design in order to be representative of the roughly 50,000 lakes in the CONUS (Peck et al. 2013). Because only 401 lakes were visited in both 2007 and 2012 (Leech et al. 2018), we combined observations from the two surveys to maximize the number of lakes with available data, which was made possible
by the fact that the field and analysis protocols for the variables considered here was equivalent across the two surveys. All data are freely available online (http://www.epa.gov/national-aquatic-resource-surveys).

From these data sets, we selected as response variables three variables related to HABs, namely chlorophyll a (Chl a) concentration ($C_{\text{chl\text{a}}}$), cyanobacterial biovolume ($B_{\text{cyano}}$), and microcystin concentration ($C_{\text{mc}}$), and two related to nutrient status, namely in situ total nitrogen concentration ($C_{\text{TN}}$) and total phosphorus concentration ($C_{\text{TP}}$). The geographic distributions of these five variables across the CONUS are presented in Fig. 1. Using these data enabled comparison to many past studies that have examined the 2007 data set (Beaulieu et al. 2013; Rigosi et al. 2014; Lin 2017; Taranu et al. 2017). The data collection procedures and sampling regime for these data have been described at length in prior studies and in official documentation (U.S. Environmental Protection Agency 2007, 2011).

For microcystin concentration, only values above the detection limit were used (see Table 1). A full, zero-adjusted statistical approach taking into account both the factors affecting detection as well as severity once observed (Taranu et al. 2017) is out of the scope of this study’s exploration of the relationships between meteorology and HABs. To our knowledge, there have not been any hypothesized mechanisms regarding temperature or precipitation influencing the detectability of microcystins. There have, however, been several studies providing hypothesized mechanisms on the impact of temperature on toxin concentrations (e.g., from both laboratory studies, Peng et al. 2018, and taxonomic studies, Anneville et al. 2005). Using only microcystin values above the detection limit therefore best addresses the research questions in this study, and provides comparability to the second part of the hurdle model described by Taranu et al. (2017).

In contrast to past studies, we focused on a subset of observations collected during the two warmest months of the year (July and August, $n = 1260$) rather than the full set of observations collected from May to October. This is because values of $C_{\text{chl\text{a}}}$, $B_{\text{cyano}}$, and $C_{\text{mc}}$ were highest in July and August, and therefore better represent peak HAB severity and the cumulative impact of nutrient loading and meteorological conditions. Examining summary statistics for the July–August subset (Table 1) suggests a comparable range in values for HAB indicator, nutrient concentration, and lake characteristic variables as reported in previous studies (Beaulieu et al. 2013; Taranu et al. 2017), with slightly higher mean values of HAB indicator variables, as expected.

**Fig. 1.** Geographic distribution of HAB indicators in green, including (a) Chl a concentration ($C_{\text{chl\text{a}}}$), (b) cyanobacterial biovolume ($B_{\text{cyano}}$) and (c) microcystin concentration when above the detection limit ($C_{\text{mc}}$), and in situ (d) total nitrogen ($C_{\text{TN}}$) and (e) total phosphorus ($C_{\text{TP}}$) concentrations in maroon. Each circle represents one measurement from either the NLA 2007 or NLA 2012 data sets, up to 1260 in total (see “Methods” section). The size of the circle represents the magnitude of the observation, indicated by the legend.
Table 1. Summary statistics of key variables across the 1260 lake observations used in this study. Observations are obtained from both the NLA 2007 and 2012 lake surveys (U.S. Environmental Protection Agency 2010, 2016), selecting only those observations taken in July and August.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Min</th>
<th>Max</th>
<th>Mean</th>
<th>Median</th>
<th>Total</th>
<th>n, above detection limit</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>HAB indicators</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chl a (µg L⁻¹)</td>
<td>0</td>
<td>940</td>
<td>32</td>
<td>8</td>
<td>1254</td>
<td>1254</td>
</tr>
<tr>
<td>Cyanobacterial biovolume (µm³ ml⁻¹)</td>
<td>19</td>
<td>1.7 × 10⁸</td>
<td>3.1 × 10⁶</td>
<td>2.6 × 10⁵</td>
<td>1208</td>
<td>1208</td>
</tr>
<tr>
<td>Microcystin (µg L⁻¹)</td>
<td>0.1</td>
<td>190</td>
<td>2.3</td>
<td>0.4</td>
<td>1260</td>
<td>496</td>
</tr>
<tr>
<td><strong>Nutrient concentrations</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TN (µg L⁻¹)</td>
<td>5</td>
<td>54,000</td>
<td>1270</td>
<td>620</td>
<td>1260</td>
<td>1260</td>
</tr>
<tr>
<td>TP (µg L⁻¹)</td>
<td>1</td>
<td>3600</td>
<td>110</td>
<td>33</td>
<td>1260</td>
<td>1260</td>
</tr>
<tr>
<td><strong>Lake characteristics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Area (ha)</td>
<td>1</td>
<td>58,000</td>
<td>740</td>
<td>50</td>
<td>1260</td>
<td>N/A</td>
</tr>
<tr>
<td>Depth (m)</td>
<td>0.5</td>
<td>60.3</td>
<td>8.4</td>
<td>5.2</td>
<td>1260</td>
<td>N/A</td>
</tr>
<tr>
<td>Surface-water temperature (°C)</td>
<td>10</td>
<td>35</td>
<td>25</td>
<td>25</td>
<td>1260</td>
<td>N/A</td>
</tr>
<tr>
<td>Mean column water temperature (°C)</td>
<td>7.0</td>
<td>34</td>
<td>22</td>
<td>23</td>
<td>1260</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Ancillary data obtained from the National Lakes Assessment data sets included water temperature profiles, surface area, maximum depth, latitude, longitude, and the date of sample collection. Water temperature was measured at either 0.5 m, 1.0 m, or 2.0 m vertical intervals at the deepest point of the lake for lakes with depths less than 3 m, 3–20 m, or greater than 20 m, respectively (U.S. Environmental Protection Agency 2007, 2011). Lake maximum depth and the above-mentioned response variables were also measured at the deepest point of the lake (U.S. Environmental Protection Agency 2007, 2011). Lake latitude, longitude, and surface area within the NLA data sets were obtained from the National Hydrology service data set (U.S. Geological Survey, 2007–2014, National Hydrography Dataset available on the World Wide Web, https://nhd.usgs.gov/).

We focused on meteorological data with contiguous spatial and temporal coverage in 2007 and 2012 to obtain observations colocated and coincident with NLA observations. Daily precipitation data were obtained from Daymet Version 3 (Thornton et al. 2017) and Palmer drought severity index (PDSI) data at 10-d intervals were obtained from the University of Idaho (Abatzoglou 2013; Abatzoglou et al. 2014) over each lake watershed. Hourly air temperature data over each lake’s surface were obtained from Phase 2 of the North American Land Data Assimilation project (NLDAS2; Xia et al. 2009, 2012). Computations were performed in Google Earth Engine (Gorelick et al. 2017) with lake surface and watershed boundaries obtained from the Environmental Protection Agency (U.S. Environmental Protection Agency 2010, 2016).

We also included nutrient input and loading variables based on net anthropogenic nitrogen and phosphorus inputs (NANI and NAPI, respectively). NANI is based on fertilizer nitrogen input, atmospheric deposition, agricultural nitrogen fixation, net food and feed import, and nonfood crop export (Swaney et al. 2018a,b). NAPI is similar, but without the atmospheric deposition component (Swaney et al. 2018a). Both were calculated for 2007 and 2012 using the NANI and NAPI toolboxes Version 3.1 (http://www.eeb.cornell.edu/biogeo/nanc/nani/nani.htm). In addition, using 2006 and 2011 land cover data from the U.S. National Land Cover database (Fry et al. 2011; Homer et al. 2015), in combination with the previously mentioned precipitation data, we calculated total nitrogen (TN) loading estimates at the Hydrologic Unit Code 8 (HUC8) watershed scale based on a previously published statistical model (Sinha and Michalak 2016). These TN loading values were then aggregated to study-lake watersheds by multiplying the proportion of each HUC8 watershed within each lake watershed by its TN loading and summing for each lake watershed.

**Model development**

We used variables related to precipitation, air and water temperature, stratification, drought severity, and geomorphology, in addition to nutrient input and loading variables, to develop linear models for response variables, calibrated using up to 1260 summer lake observations. HAB indicators and nutrient concentration variables were natural-log transformed to adjust for skewness and to provide a clearer comparison to past studies (Beaulieu et al. 2013; Rigosi et al. 2014; Taranu et al. 2017). Response variables included ln(Cchl a), ln(Bcyano), and ln(Cmc), representing phytoplankton abundance, cyanobacterial dominance, and toxicity, respectively, and ln(TN) and ln(TP), representing nutrient status. The models took the form

\[ y = \mathbf{X} \beta + \epsilon \]  

where \( y \) (n x 1) represents observations of each response variable, for example, ln(Cmc), \( \mathbf{X} \) (n x [k + 1]) is a matrix of predictor variables and a column of ones representing the intercept term, \( \beta \) ([k + 1] x 1) is a vector of drift coefficients and the intercept, \( \epsilon \) (n x 1) is a vector of residuals, k represents the number of predictor variables in a particular model (excluding...
the intercept term), and \( n \) varies depending on the response variable (see Table 2).

We used a statistical model selection approach based on the Bayesian information criterion (BIC; Schwarz 1978) to select variables to be included in the linear models based on their ability to explain response variable variability. BIC measures model fit using the residual sum of squares, with model complexity penalized based on the number of predictor variables in the model:

\[
\text{BIC} = -2\ln \left( \frac{(\mathbf{y} - \hat{\mathbf{y}})^T(\mathbf{y} - \hat{\mathbf{y}})}{n} \right) + (k + 1)\ln(n)
\]

(2)

where \( \hat{\mathbf{y}} \) (\( n \times 1 \)) additionally represents the predicted values of the response variable based on a specific subset of predictor variables and \( T \) indicates a matrix transpose operation.

We chose BIC over other criterion-based model selection approaches (e.g., the Akaike information criterion) because BIC has a larger penalty term and therefore tends to select smaller (i.e., more parsimonious) sets of predictor variables (e.g., Raftery 1995). Such an approach is better suited for these data than “greedy” model selection approaches (e.g., forward/backward substitution, or single decision trees) because of the high degree of collinearity among candidate variables (Graham 2003). Unlike with such “greedy” model selection approaches, the presence of collinearity among candidate variables does not affect which variables get selected in the best model using BIC, because (1) a model with colinear predictors will only be selected if the additional variance explained overcomes the penalty term and (2) because all possible admissible combinations of candidate variables (see details below) are considered rather than only considering nested models. An initial survey of alternate approaches to handle collinearity (e.g., principal components analysis) increased model complexity without improving model explanatory power, as did other statistical approaches from the literature (e.g., boosted regression trees; Lin 2017; Taranu et al. 2017). All possible combinations of candidate variables were considered, except when noted otherwise below, with a maximum model size of \( k = 5 \) based on maximizing the robustness of the results and minimizing the risk of overfitting. The model with the lowest BIC score is typically selected as the “best” model; however, we used a BIC difference of 10 as the threshold for choosing a larger model with a lower BIC over a smaller model with a higher BIC. This threshold corresponds to “very strong” evidence in favor of the larger model (Raftery 1995), and was selected because the large sample sizes considered here (\( n \) up to 1260) mean that larger models could be favored via BIC even for very small increases in \( R^2 \).

### Candidate variables

For the HAB indicator response variables, in situ TN and total phosphorus (TP) concentrations were included as candidate variables, as well as natural-log transformations of these variables. Here, and in cases below, natural-log transformations were considered for candidate variables where values varied by several orders of magnitude. We restricted model selection to include at most one in situ TN variable and at most one in situ TP variable.

Six candidate variables were considered based on in situ water temperature and whole-lake average air temperature. Surface, bottom, and mean column water temperature observed at time of sampling were included. Annual, spring, and summer average air temperature were included as well, with spring defined as during the months of March, April, and May (MAM) and summer defined as during the months of June, July, and August (JJA). In situ water temperature has also been found to predict trends in cyanobacterial...
pigment concentration (Taranu et al. 2015). We restricted model selection to include at most one temperature variable.

Fifteen candidate variables were considered based on climate change indices developed by the Expert Team on Climate Change Detection and Indices (ETCCDI, http://etccdi.pacificclimate.org/list_27_indices.shtml). These included total annual precipitation, total precipitation during spring (MAM) and summer (JJA) months, as well as natural-log transforms of these three variables, plus nine additional candidate variables indicative of extreme precipitation. The extreme precipitation variables included extreme precipitation amounts annually and during MAM and JJA, with “extreme” defined based on specific percentiles of daily precipitation, allowing multiple percentiles as candidate variables (see Supporting Information Table S1). This approach follows others who have linked precipitation drivers with nutrient loads (Sinha and Michalak 2016). We restricted model selection to include at most one total precipitation variable and at most one extreme precipitation variable.

We also included variables associated with lake geomorphological characteristics and time of sampling observation to assess the degree to which climatic variables were serving as proxies for these. These included the area and the depth of the lake plus natural-log transforms of these two variables, lake latitude and longitude, and the day of year and month of lake observation as candidate variables. At most two variables from this category were allowed in model selection.

Two additional categories of nutrient-related variables (nutrient inputs and nutrient loading) were included as candidate variables. Annual NANI, NAPI, and nitrogen and phosphorus fertilizer inputs were included, with the fertilizer components considered because of previous importance in predicting cyanobacterial blooms across the CONUS (Marion et al. 2017). TN loading estimates as modeled based on HUC8 watersheds across the CONUS (Sinha and Michalak 2016) were also included (see Supporting Information Table S1). Natural-log transformed versions of nitrogen and phosphorus from fertilizer, and modeled TN loading were also considered, as were inverse hyperbolic sine transformed versions of NANI and NAPI, similarly to Sinha and Michalak (2016). At most two variables were allowed in model selection from these categories.

Three more candidate variables combining the effects of temperature and precipitation, PDSI averaged annually, spring (MAM), and summer (JJA), were also included. The rationale for including these variables is to assess the impact of the record-setting drought in 2012 (Zhou et al. 2015) on HAB indicators and nutrient concentrations, as drought intensity has been found to influence nitrogen and phosphorus limitation and subsequently the competition between different types of phytoplankton species (Hayes et al. 2015). Negative values in the PDSI data used here indicate more drought while positive values indicate less drought (Abatzoglou 2013).

Finally, four candidate variables representing the degree of stratification were also included. These included the depth of the thermocline and its natural-log transform, buoyancy frequency at thermocline depth, and the difference between the surface and bottom water temperatures. The first two are well-known indicators of stratification and were calculated using the equations described in LakeAnalyzer (Read et al. 2011). Thermocline depth is the depth of the maximum density gradient in the water column, controlling the depth niches of aquatic organisms (Cantin et al. 2011), and has been shown to influence the selection of harmful phytoplankton species (Posch et al. 2012). Buoyancy frequency is the angular frequency at which a parcel of water would oscillate if displaced from the water column, a measure of the strength of stratification, and influences the degree of resistance to vertical mixing.

![Fig. 2](image-url). Overall fit of best models for each HAB response variable: (a) ln(C_{chla}), (b) ln(B_{cyano}), and (c) ln(C_{mc}). Predicted values are based on best models selected through BIC (see Table 2). Dashed black line indicates best fit line while gray line indicates 1:1 correspondence between observed and predicted values.
Model interpretation and sensitivity analyses

We used Bayesian model averaging (BMA; Raftery et al. 1997) to assess the relative importance of different candidate variables in explaining variability in HAB indicators and nutrient concentrations. BMA estimates posterior probabilities of individual variables based on BIC scores of models including that variable (Yadav et al. 2010). The posterior probability is a measure of the importance of a candidate variable in explaining the observed variability in the response variable, when accounting for the considered subsets of candidate variables (Yadav et al. 2010). A variable with higher probability from BMA indicates that models that include the variable tended to have higher explanatory power and stronger evidence in favor of that model (Raftery 1995), and therefore variables with higher probability correspond to greater importance as explanatory variables.

Though typically BMA is used to differentiate between individual variables (Ho and Michalak 2017; Del Giudice et al. 2018), we used BMA here to assess the relative importance of different categories of candidate variables. The posterior probability of categories of candidate variables was calculated similarly as for individual variables, except that it considered all models which include any candidate variable in a specific category rather than all models which include a specific variable (Yadav et al. 2010). In the same way as for individual variables, categories with higher probability from BMA correspond to greater importance, as higher probability indicates that models including variables from that category tended to have higher explanatory power. See Supporting Information Table S1 for which candidate variables were considered in each category.

We further used the probabilities from BMA to assess the robustness of the signs of drift coefficients of individual variables with higher probability.
variables. For example, for a given candidate variable such as total annual precipitation, we computed the posterior probability when considering all models where total annual precipitation was included and had a positive drift coefficient as well when considering all models where total annual precipitation was included and had a negative drift coefficient. Because higher probability from BMA indicates that the considered models tend to have higher explanatory power, these probabilities can be used to assess whether models with positive or negative drift coefficients are more strongly supported by the available observations.

Hypotheses for impact of climate change

When using the results of model selection to inform support for hypotheses of climatic influence on HABs, we consider the following hypotheses:

1. **Direct growth**: Higher temperatures increase cyanobacterial growth rates (Paerl and Huismann 2008; Carey et al. 2012; Visser et al. 2016). Support for this hypothesis occurs if water or summer air temperature is an important predictor of HABs with a positive drift coefficient.

2. **Longer summer**: Longer seasons of high temperature increase the opportunity for cyanobacterial growth (Anneville et al. 2005; Deng et al. 2014; Visser et al. 2016). Support for this hypothesis occurs if spring air temperature is an important predictor of HABs with a positive drift coefficient.

3. **Internal phosphorus loading**: Higher temperature increases the rate of internal phosphorus loading, driving HABs (Jeppesen et al. 2007; Matisoff et al. 2016; Orihel et al. 2017; Ding et al. 2018). Support for this hypothesis occurs if water or summer air temperature is an important predictor of TP with a positive drift coefficient, and TP is an important predictor of HABs with a positive drift coefficient.

4. **Load driving**: Greater precipitation amounts increase nutrient loading, driving HABs (Reichwaldt and Ghadouani 2012; Michalak et al. 2013). Support for this hypothesis occurs if precipitation is an important predictor of nutrient concentrations with positive drift coefficients, and nutrient concentrations...
are important predictors of HABs with positive drift coefficients.

5. Flushing: Greater precipitation amounts decrease HABs by reducing residence times of nutrients (Anderson et al. 2002; Reichwaldt and Ghadouani 2012). Support for this hypothesis occurs if precipitation is an important predictor of nutrient concentrations with negative drift coefficients, and nutrient concentrations are important predictors of HABs with positive drift coefficients.

6. Stratification: Greater vertical stratification selects for cyanobacteria (Wagner and Adrian 2009; Carey et al. 2012; Posch et al. 2012; Taranu et al. 2012; Visser et al. 2016). Support for this hypothesis occurs if any stratification variable is an important predictor of HABs with a positive drift coefficient, or if any drought severity variable (i.e., through low precipitation and high temperature) is an important predictor of HABs with a negative drift coefficient (as higher PDSI indicates wetter conditions).

We note that some of the above are competing hypotheses, and we therefore do not expect all hypotheses to be equally supported by observations. Rather, each of the above hypotheses is supported by studies of individual, or small sets of, lakes, and the goal here is to explore which of these hypotheses are more broadly supported across CONUS lakes.

Results

The model selection approach identified environmental covariate combinations that explained 69%, 28%, and 25% of ln(Cchla), ln(Bcyano), and ln(Cmc) variability, respectively (Fig. 2). The best models for each response variable are shown in Table 2. For the best models for ln(Cchla), ln(Bcyano), and ln(Cmc), the geographic distributions of the contributions of each predictor variable (i.e., each term in the models presented in Table 2) are shown in Figs. 3–5, respectively.

Variables with highest explanatory power

In situ nutrient concentrations explain the highest amount of variability across HAB metrics considered here (Figs. 3a,b, 4a,b, 5a), and seasonal air temperature (Figs. 3c, 4c, 5b), precipitation (Fig. 3d), and lake geomorphology (Fig. 4d) provide additional explanatory power.

When BMA is used to assess the importance of predictor variables across all possible models, in situ nutrient concentrations and seasonal temperatures are clearly seen as the most robust signals (Fig. 6a–c). Total precipitation and geomorphology are the next two most important factors for ln(Cchla) (P = 1.00 and 0.68, respectively) while geomorphology and extreme precipitation variables are the next most important for ln(Bcyano) (P = 1.00 and 0.42, respectively). For ln(Cmc), however, BMA is unable to distinguish between the importance of precipitation, geomorphology, and nutrient input variables (P = 0.38–0.58). These same variables that are important for explaining variability in HABs are also important for explaining variability in in situ nutrient concentrations (Fig. 6d,e). The variables with the highest probability from BMA for ln(CTN) and ln(CTP) are geomorphology and total precipitation, along with nutrient input variables. Notably, seasonal air temperature is also important (tied for the most important category) for the ln(CTP) model (P = 1.00) (Fig. 6e).

While models with seasonal air temperature and precipitation variables have the highest explanatory power (see Table 2;
Figs. 3–5), and are favored based on BIC and BMA compared to other categories of variables (Fig. 6), the increase in explanatory power over models with other variables is slight when viewed on an absolute basis. For example, the best model for \( \ln(B_{\text{cyano}}) \) that includes a concurrent water temperature variable has \( R^2 = 0.2788 \) whereas the best model in Table 2, which includes spring air temperature, has \( R^2 = 0.2849 \). These relatively small differences in \( R^2 \) yield larger differences in BIC, however (for this example, the BIC difference is 10.2). Overall, the temperature and precipitation variables explained 2–7% of the residual variability after accounting for other variables in the model (Supporting Information Fig. S2), and it is the case that the vast majority of models with the lowest BIC scores include seasonal air temperature and/or precipitation variables (e.g., 92% of models for \( \ln(B_{\text{cyano}}) \) making up those with cumulative probability \( P = 0.99 \) based on BMA). These results provide confidence that the processes represented by seasonal air temperature and precipitation variables are more important for explaining HAB variability.

### Sign of drift coefficients with best candidate variables

The signs of drift coefficients with seasonal air temperature (Table 2; Figs. 3c, 4c, 5b) indicate that increases in temperature are associated with higher total and cyanobacterial abundance and lower toxicity. Chl \( a \) increased with higher summer air temperature and cyanobacterial biovolume increased with higher spring air temperature, but microcystin in contrast decreased with higher spring air temperature (Table 2, Fig. 5b).
Temperature additionally has a positive association with TP (Table 2, Supporting Information Fig. S4b). The signs of these drift coefficients appear to be robust to other lake and driver conditions, as posterior probabilities from BMA calculated using positive drift coefficient models are all \( P = 1.00 \) for Chl \(a\), cyanobacterial biovolume, and TP, and the posterior probability calculated using negative drift coefficient models is \( P = 1.00 \) for microcystin.

The signs of drift coefficients with precipitation variables indicate that increases in summer extreme precipitation are associated with increases in TN concentrations, while increases in total annual precipitation are associated with increases in Chl \(a\) concentrations and decreases in TN and TP concentrations (Table 2). The positive associations are robust to other lake and driver conditions, as models where summer extreme precipitation and total annual precipitation have positive drift coefficients with TN and Chl \(a\), respectively, explain much more of the response variable variability (\( P = 1.00 \) from BMA) than negative drift coefficient models. The negative associations between TN and TP and total annual precipitation are similarly robust using the same methodology (\( P = 1.00 \)). We note additionally that the positive association between total annual precipitation and Chl \(a\) occurs only after accounting for other variables such as TN and TP concentration (Supporting Information Fig. S2); without the influence of other variables, total annual precipitation actually has a negative association with Chl \(a\) (Supporting Information Fig. S1).

### Discussion

The amount of HAB variability explained by the best models identified here is comparable to, or higher than in, past studies, including those that use only the NLA 2007 data set (Table 3). The improvement in \( R^2 \) compared to studies using NLA 2007 data alone is due mainly to the different lake observation data used here, as the same variables used in past studies (i.e., nutrient concentrations) have greater explanatory power for summer months and for 2012 and 2007 together as compared to using all months of 2007 data only. For example, \( \ln(C_{TN}) \) has an \( r^2 = 0.23 \) with \( \ln(B_{cyano}) \) in our study (Supporting Information Fig. S1) compared to \( r^2 = 0.15 \) reported elsewhere (Rigosi et al. 2014). As reported in earlier studies, we also find that a higher proportion of the variability in total abundance across lakes (represented by Chl \(a\)) can be explained using environmental covariates relative to cyanobacterial dominance (represented by cyanobacterial biovolume) or toxicity (represented by microcystin) (Fig. 2). Beyond the variability explained by nutrient concentrations, the strongest explanatory factors of variability in HABs are seasonal air temperature, total and extreme precipitation, and geomorphological variables (Table 2; Figs. 3–5).

Results from model selection (Table 2) are consistent with the hypotheses that higher temperature increases the rates of cyanobacterial growth and internal phosphorus loading and that longer summers increase the opportunity for cyanobacterial growth (Table 4). Increased summer air temperature is robustly associated with both increased Chl \(a\) (Fig. 3c, Supporting Information Figs. S1, S2) and TP concentrations (Supporting Information Figs. S1, S2, S4b), while increased spring air temperature is robustly associated with increased cyanobacterial biovolume (Fig. 4c; Supporting Information Figs. S1, S2). The fact that spring air temperature is selected over summer air temperature for the cyanobacterial biovolume model suggests that the impact of longer summers may be more widespread than the impact of increased summertime temperatures on growth rates for influencing cyanobacterial dominance. Longer summers benefit cyanobacterial populations by allowing them to use their buoyancy to establish dominance earlier in the year (Deng et al. 2014). Our findings suggest that this mechanism is of equal or greater importance than the impact on growth rates, in contrast to how these mechanisms have been presented elsewhere (Visser et al. 2016). The association between air temperature and TP concentration also implies that the potential impact of temperature is not primarily in creating conditions conducive to HAB growth, but also in influencing nutrient availability.

Surprisingly, increased spring air temperatures are also associated with decreased microcystin concentration (Fig. 5b, Supporting Information Figs. S1, S2), suggesting that longer summers may be increasing cyanobacterial abundance but decreasing harmful toxin concentrations. This is consistent with some observations of how phytoplankton community compositions have changed with longer summers, for instance shifting toward more nontoxic taxa (Anneville et al. 2005). Combined with the reported association between temperature and total abundance, this is also consistent with evidence showing that higher temperatures can lead to faster growth but of less-toxic *Microcystis aeruginosa* cells (Peng et al. 2018). Regardless of the specific mechanism, if this finding can be supported more broadly through subsequent studies, it would have important implications for designing water management efforts, as the harm associated with future blooms influenced by warmer temperatures could be due to higher abundance or dominance of specific species, but not necessarily due to higher toxicity.

The results from model selection are more mixed with regard to the influence of precipitation on HABs (Table 2), as increases in precipitation affect HABs and nutrient concentrations differently depending on the aggregation period of precipitation (summer vs. annual) and the form of precipitation (extreme vs. total). There is evidence that increases in summer extreme precipitation increase nutrient concentrations (Supporting Information Fig. S3d) and that increases in total annual precipitation increase Chl \(a\) (Fig. 3d, Supporting Information Figs. S1, S2), supporting the load driving hypothesis, while increases in total annual precipitation overall decrease nutrient concentrations (Supporting Information Figs. S3c, S4c), supporting the flushing hypothesis.

Consistent with the load driving hypothesis, higher summer extreme precipitation being robustly associated with
Table 3. Summary of selected statistical models in literature using large numbers of lake observations to understand HAB response variables. Each row represents one model, with models organized by whether the response variable represents total abundance, cyanobacterial dominance, or toxicity. The percent of response variable variance explained represents the model $R^2$ if linear regression is used. $n$ represents the number of lake observations used to support the model. NLA07 and NLA12 represent the EPA National Lakes Assessment data sets (U.S. Environmental Protection Agency 2010, 2016). EU, SA, and UK indicate samples of European, South American, and United Kingdom lakes, respectively.

<table>
<thead>
<tr>
<th>Response variable</th>
<th>Percent variance explained</th>
<th>Explanatory variables</th>
<th>$n$</th>
<th>Data used</th>
<th>Model reference</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Total abundance</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chl $\alpha$</td>
<td>69%</td>
<td>TN, TP, summer air temperature, total annual precipitation</td>
<td>1254</td>
<td>NLA07, NLA12 Jul–Aug</td>
<td>This study</td>
</tr>
<tr>
<td>Chl $\alpha$</td>
<td>41%</td>
<td>TN, TP, surface-water temperature</td>
<td>1156</td>
<td>NLA07</td>
<td>Lin (2017)</td>
</tr>
<tr>
<td>Whole-lake annual average remotely sensed Chl $\alpha$</td>
<td>58%</td>
<td>TN, TP, surface-water temperature</td>
<td>450</td>
<td>2007 Landsat 5</td>
<td>Lin (2017)</td>
</tr>
<tr>
<td>Whole-lake annual average remotely sensed Chl $\alpha$</td>
<td>43%</td>
<td>Maximum daily air temperature, total annual precipitation, average annual precipitation intensity, soil erodibility factor, %cultivated and developed land, shoreline development index, watershed slope, ratio of basin area to lake area</td>
<td>658</td>
<td>2007 Landsat 5</td>
<td>Lin (2017)</td>
</tr>
<tr>
<td>Chl $\alpha$</td>
<td>61%</td>
<td>TP, surface-water temperature, TP $\times$ surface-water temperature</td>
<td>1076</td>
<td>NLA07</td>
<td>Rigosi et al. (2014)</td>
</tr>
<tr>
<td>Chl $\alpha$</td>
<td>59%</td>
<td>TN, surface-water temperature</td>
<td>1142</td>
<td>NLA07</td>
<td>Beaulieu et al. (2013)</td>
</tr>
<tr>
<td>Chl $\alpha$</td>
<td>67%</td>
<td>TN, TP</td>
<td>141</td>
<td>EU, SA lakes</td>
<td>Kosten et al. (2012)</td>
</tr>
<tr>
<td>Total biovolume</td>
<td>42%</td>
<td>TN, TP, whole-column water temperature</td>
<td>143</td>
<td>EU, SA lakes</td>
<td>Kosten et al. (2012)</td>
</tr>
<tr>
<td><strong>Cyanobacterial dominance</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cyanobacterial biovolume</td>
<td>28%</td>
<td>TN, TP, spring air temperature, depth, latitude</td>
<td>1208</td>
<td>NLA07, NLA12 Jul–Aug</td>
<td>This study</td>
</tr>
<tr>
<td>Cyanobacterial biovolume</td>
<td>15%</td>
<td>TN, surface-water temperature, TN $\times$ surface-water temperature</td>
<td>1076</td>
<td>NLA07</td>
<td>Rigosi et al. (2014)</td>
</tr>
<tr>
<td>Cyanobacterial biomass</td>
<td>25%</td>
<td>TN, surface-water temperature</td>
<td>1148</td>
<td>NLA07</td>
<td>Beaulieu et al. (2013)</td>
</tr>
<tr>
<td>Cyanobacterial biovolume</td>
<td>34%</td>
<td>TP</td>
<td>807</td>
<td>EU lakes</td>
<td>Carvalho et al. (2013)</td>
</tr>
<tr>
<td>Cyanobacterial biovolume</td>
<td>28%</td>
<td>TN, TP, whole-column water temperature</td>
<td>143</td>
<td>EU, SA lakes</td>
<td>Kosten et al. (2012)</td>
</tr>
<tr>
<td>Cyanobacterial biovolume</td>
<td>25%</td>
<td>TP, water color, alkalinity, retention time</td>
<td>207</td>
<td>UK lakes</td>
<td>Carvalho et al. (2011)</td>
</tr>
<tr>
<td><strong>Toxicity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Microcystin concentration above 0.05 $\mu$g L$^{-1}$</td>
<td>25%</td>
<td>TN, spring air temperature</td>
<td>496</td>
<td>NLA07, NLA12 Jul–Aug</td>
<td>This study</td>
</tr>
<tr>
<td>Whether microcystin $&gt;$0.05 $\mu$g L$^{-1}$</td>
<td>55%</td>
<td>TN, cyanobacterial biomass, Chl $\alpha$, dissolved organic carbon, maximum depth, latitude, longitude, % agriculture, % agriculture $\times$ Chl $\alpha$</td>
<td>1127</td>
<td>NLA07</td>
<td>Taranu et al. (2017)</td>
</tr>
<tr>
<td>Microcystin concentration above 0.05 $\mu$g L$^{-1}$</td>
<td>26%</td>
<td>TN, cyanobacterial biomass, turbidity, lake or reservoir dummy variable, surface-water temperature</td>
<td>362</td>
<td>NLA07</td>
<td>Taranu et al. (2017)</td>
</tr>
</tbody>
</table>
higher TN concentrations would imply that the nutrient run-off resulting in higher nutrient concentrations comes from extreme precipitation events immediately preceding observations. This suggests that summer nutrient concentrations may be driven by precipitation on relatively short timescales and not necessarily by precipitation during spring months, implying that spring loads are either flushed out by the summer or have been taken up by phytoplankton. Extreme precipitation has been identified as an important factor driving TN loading from watersheds previously (Sinha and Michalak 2016; Ballard et al. 2019), and this result confirms the importance of precipitation extremes in driving resultant in-lake nutrient concentrations.

Consistent with the flushing hypothesis, higher total annual precipitation being robustly associated with lower TN and TP concentrations suggests that greater precipitation overall may decrease the residence time of nutrients in lakes and reservoirs, resulting in lower summer TN and TP. This finding expands on the negative relationship between precipitation and Chl $a$ observed in Lin (2017), indicating that the flushing effect likely influences the nutrient availability for phytoplankton growth rather than flushing out phytoplankton that have already taken up nutrients. This finding also provides some evidence to suggest that future increases in precipitation may increase flushing and therefore ameliorate bloom conditions in a large number of systems.

With regards to stratification, we did not find evidence for stratification strength or drought severity as widespread environmental drivers of cyanobacterial abundance. None of the stratification or drought severity variables were found to be important either via BMA (Fig. 6) or among the best models selected by BIC (Table 2), for either HABs or nutrients. This is at first surprising given that stratification has previously been identified as an important mechanism in both individual studies (Posch et al. 2012) and more broadly in the literature (Paerl and Huisman 2009). This is also in contrast to a broader synthesis of lakes that found that stratification-related causes explained the spread of cyanobacteria in European peri-alpine lakes (Monchamp et al. 2018). We speculate that the lack of widespread evidence for stratification as a driver could be due to three reasons. First, the discrete depth profiles used to measure stratification could have introduced noise in measuring stratification relative to continuous measurements (e.g., Kraemer et al. 2015), making statistical detection difficult. Second, the diversity of cyanobacterial species in lakes across the continental U.S. could have minimized the observable impacts of stratification, as only some cyanobacterial species can regulate buoyancy and take advantage of stratified conditions (Reynolds 2006). Third, strength of stratification at time of observation may be less important than the duration of stratification periods prior to observation (e.g., Wagner and Adrian 2009). As such, our findings do not necessarily imply that the impact of stratification is less widespread than other mechanisms, but instead underscore the gap in understanding between its impacts in specific systems and how to measure these impacts relative to other temperature and precipitation mechanisms.

One consistent pattern throughout our results is the importance of variables representing multimonth aggregations in explaining variability in HAB indicators and nutrient concentrations over those based on measurements at single points in time. For example, seasonal air temperature has stronger associations with response variables than concurrent water temperature or stratification (Fig. 6). Because we had access to monthly observations only of air temperature and not water temperature or stratification, the influence of air temperature here is most likely a surrogate for the aggregated impact of water temperature conditions. Evidence for this hypothesis is supported by the fact that shorter aggregations of air temperature (e.g., air temperature during individual months) in general have lower values of $R^2$ with response variables than multimonth averages of air temperature but higher values of $R^2$ than water temperature variables. Average spring and summer air temperature could also potentially be indicative of the duration of stratification, which has been shown to drive cyanobacterial dominance elsewhere (e.g., Wagner and Adrian 2009; Posch et al. 2012). The importance of multimonth aggregations further explains the positive association between total annual precipitation and Chl $a$ only after accounting for TN and TP (Supporting Information Fig. S2), as annual precipitation is most likely capturing prior nutrient loading not accounted for by concurrent nutrient concentration measurements. Taken together, the importance of the aggregated environmental driver variables implies a high monitoring burden may be required for efforts seeking to tie HABs to environmental drivers, and suggests a need to identify external data sets with enough temporal coverage to approximate in situ measurements (e.g., data sets interpolated from other in situ measurements like rain gauges, or based on remote sensing).

**Limitations**

The findings described here inform the prevalence of hypothesized climatic impacts on HABs across large numbers of lakes, but the approach also has inherent limitations. For instance, the statistical approach used here assumed linear relationships with potential predictors, and was therefore limited in detecting nonlinear relationships such as threshold effects and interaction effects between predictor variables. An examination of regression residuals did not reveal any clear departures from linearity, however (Supporting Information Fig. S2). Moreover, the available observations themselves have limitations, because one summer measurement does not necessarily represent peak bloom intensity nor capture its timing, and observations from the deepest point of the lake may not be representative of phytoplankton bloom conditions more broadly. As well, by only using microcystin observations above the detection limit, this work focused on the processes affecting the severity of toxic blooms (i.e., microcystin concentrations), but not whether or not toxic blooms occur at all (i.e.,...
Table 4. Hypothesized linkages between climate change and HAB indicators, with expected relationships for candidate variables and resulting evidence from model selection. Evaluated hypotheses are indicated with bold headings (e.g., “Direct growth”) in the first column, and the candidate variables used to test each hypothesis are indicated in the second column (see Supporting Information Table S1 for descriptions of candidate variables). The third column describes the expected relationship, with ↑ representing increase and ↓ representing decrease (e.g., ↑ Predictor ↑ HABs” meaning “an increase in the predictor variable is associated with an increase in HABs”). The fourth column shows the observed result(s) based on the candidate variables selected in model selection and the relationship indicated by the sign of the drift coefficients (see Table 2 caption for descriptions of selected candidate variables).

<table>
<thead>
<tr>
<th>Climate change impact hypothesis</th>
<th>Candidate variables to test hypothesis</th>
<th>Expected relationship</th>
<th>Observed result(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Direct growth</strong></td>
<td>( T_{\text{water,surface}}; T_{\text{water,bottom}}; T_{\text{water,mean}}; T_{\text{air,JJA}} )</td>
<td>↑ Predictor ↑ HABs</td>
<td>↑ ( T_{\text{air,JJA}} ) ↑ ( \ln(C_{\text{chla}}) )</td>
</tr>
<tr>
<td>Longer summer</td>
<td>( T_{\text{air,MAM}} )</td>
<td>↑ Predictor ↑ HABs</td>
<td>↑ ( T_{\text{air,MAM}} ) ↑ ( \ln(B_{\text{cyano}}) )</td>
</tr>
<tr>
<td>Internal phosphorus loading</td>
<td>( T_{\text{water,surface}}; T_{\text{water,bottom}}; T_{\text{water,mean}}; T_{\text{air,JJA}} )</td>
<td>↑ Predictor ↑ TP</td>
<td>↑ ( T_{\text{air,JJA}} ) ↑ ( \ln(C_{\text{chla}}) )</td>
</tr>
<tr>
<td>Load driving</td>
<td>( P_{\text{annual}}; \ln(P_{\text{annual}}); P_{\text{MAM}}; \ln(P_{\text{MAM}}); P_{\text{JJA}}; \ln(P_{\text{JJA}}); P_{\text{p&gt;0.90}}; P_{\text{p&gt;0.95}}; P_{\text{p&gt;0.99}}; Q_{\text{TN}}; \ln(Q_{\text{TN}}) )</td>
<td>↑ Predictor ↑ TN or ( \ln(C_{\text{chla}}) )</td>
<td>↑ ( P_{\text{JJA,p&gt;0.95}} ) ↑ ( \ln(C_{\text{TN}}) )</td>
</tr>
<tr>
<td>Flushing</td>
<td>( P_{\text{annual}}; \ln(P_{\text{annual}}); P_{\text{MAM}}; \ln(P_{\text{MAM}}); P_{\text{JJA}}; \ln(P_{\text{JJA}}); P_{\text{p&gt;0.90}}; P_{\text{p&gt;0.95}}; P_{\text{p&gt;0.99}}; Q_{\text{TN}}; \ln(Q_{\text{TN}}) )</td>
<td>↑ Predictor ↑ TP</td>
<td>↑ ( P_{\text{annual}} ) ↑ ( \ln(C_{\text{TN}}) )</td>
</tr>
<tr>
<td>Stratification</td>
<td>( D_{\text{thermocline}}; \ln(D_{\text{thermocline}}); f_{\text{buoyancy}}; \Delta T_{\text{surface-bottom}} )</td>
<td>↑ Predictor ↑ HABs</td>
<td>Listed candidate variables are not included in the best models determined by BIC</td>
</tr>
</tbody>
</table>
Conclusions

Overall, our findings emphasize the importance of nutrient input reductions for combating the impact of climate change on HABs. While we found support for some mechanisms indicating that changes in future climate may ameliorate bloom conditions (e.g., flushing potentially reducing nutrient concentrations and warmer temperatures potentially reducing toxicity), the majority of mechanisms identified here are expected to exacerbate HAB conditions. At the same time, nutrient concentrations explain the most variability in HABs, and nutrient inputs (e.g., fertilizer) are robustly associated with nutrient concentrations. Reducing nutrient inputs therefore has the potential to reduce sensitivity to future changes in climate, both by reducing the nutrients available to precipitation for generating runoff and by reducing the reservoir of legacy nutrients for temperature-mediated internal loading.

Support for the internal phosphorus loading hypothesis further suggests that the paradigm considering nutrient availability and temperature as separate factors (Brookes and Carey 2011; Kosten et al. 2012; Rigosi et al. 2014) may be incomplete. The linkage between temperature and nutrient concentration described in this work provides new context for past efforts examining the importance of temperature vs. nutrient availability, and implies that the effect of temperature on nutrient availability also needs to be taken into consideration. As the importance of internal phosphorus loading is likely to increase with rising temperatures, this moreover indicates a need to understand the role of internal phosphorus loading in lake nutrient budgets. For instance, in Lake Taihu, internal soluble reactive phosphorus loading has substantially changed TN/TP ratios, with internal phosphorus loading accounting for 54% of the increase in TP observed in the water column (Ding et al. 2018). Internal phosphorus loading is especially important to consider in the context of assessing external nutrient reductions. Even if nutrient inputs were completely eliminated immediately, the impact of warming could continue to stimulate internal phosphorus loading (Jeppesen et al. 2007), potentially impacting the timescale of expected system recovery (Ho and Michalak 2017). The ongoing effect of nutrient legacies in watersheds (Sharpley et al. 2014) and their contribution to internal nutrient loading means it is even more urgent to reduce nutrient inputs broadly.
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