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Abstract

Vertical gradients (e.g., water temperature and density) are a measurable expression of the potential energy of a
water body, which is a fundamental driver for biogeochemical processes in aquatic ecosystems. Seasonal vertical
stratification is typically described by the mixed layer and thermocline depths, and these metrics are often esti-
mated through visual assessment of graphical plots or using numerical methods. The most widely used numerical
method estimates the derivative of temperature (or density) along the depth, but it is sensitive both to profile data
resolution and presence of nonconforming observations. In this study, we propose a new method of modeling
vertical gradients using a four-parameter sigmoidal function, including temporal autocorrelation. The parameters
were estimated through Bayesian nonlinear regression with conditional autoregressive errors. The proposed
method provides a quantitative and automated way to estimate the mixed layer and thermocline depths even for
data profiles with a poor resolution. It also showed good performance against high-frequency measurement data.

A fundamental determinant of the functioning of waterbodies
is vertical gradients in environmental conditions, a primary one
being water-column gradients in thermal regimes produced by the
unequal heating of water by solar radiation (Wetzel 2001). Vertical
thermal variability in deeper waterbodies is defined by marked
density gradients that usually divide the waterbody into three ver-
tical compartments: epilimnion, a well-mixed upper region high-
influenced by changes in wind and air temperature; metalimnion,
aregion with sharp changes in temperature/density; and hypolim-
nion, a deep and relatively stable compartment (Monismith and
Maclntyre 2010). Chemical gradients are also generated as a con-
sequence of thermal stratification, for instance, density gradients
define vertical gradients in dissolved oxygen, often leading to
anoxic conditions in the hypolimnion of nutrient-enriched water-
bodies (Wetzel 2001). Anoxic conditions near the bottom may be
associated with the production of methane that is transported
upward by diffusion and ebullition (Bastviken et al. 2004). In turn,
the emissions and oxidation of methane and other greenhouse
gases across the air-water interface are moderated by turbulence
generated due to variable thermal conditions at the water surface
(MacIntyre et al. 2010).

Physical and chemical compartmentalization of the water col-
umn exerts a strong influence also on the biological processes.

*Correspondence: diegopujoni@gmail.com

320

Seasonal variations in thermal stratification can influence phyto-
plankton (Reynolds 1976; Barros et al. 2006) and zooplankton
population dynamics (Eckert and Walz 1998; Brandao et al.
2012). The vertical extent of the epilimnion (i.e., mixed layer
depth) and the strength of the thermal gradient in the water col-
umn also regulate light penetration and the internal loading of
nutrients, both affecting plankton growth and primary produc-
tion (Vincent et al. 1984; O’Brien et al. 2003; Brighenti et al.
2015). Taken together, robust approaches to the modeling
of temperature/density gradients remain critical for advancing
our understanding of the structure and function of aquatic
ecosystems.

Among the many physical indices describing the thermal
structure of lakes, reservoirs, and oceans, the thermocline depth
and the mixed layer depth have been consistently used in limno-
logical and oceanographic studies (e.g., Hambright et al. 1994;
Perez-Fuentetaja et al. 1999; Pedlosky 2006; Cantin et al. 2011;
Zhang et al. 2014). Even though these concepts are well
established in the literature, a general automated method for the
estimation of these indices has only recently been developed
(Read etal. 2011). Many studies in the past estimated the thermo-
cline and mixed layer depths through visual analysis of the tem-
perature or density profiles, a methodology that is subjective and
not tractable to apply to large datasets (e.g., thousands of pro-
files). Some recent studies have used numerical algorithms to
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estimate thermocline depths using the gradient criterion (GC),
which defines the thermocline by the highest derivative of water
temperature (or density) in relation to depth (e.g., Hambright
et al. 1994; Zhang et al. 2014) and estimates the depth of the
mixed layer as the depth above the thermocline where the gradi-
ent exceeds a prespecified threshold (Read et al. 2011). This
approach has the advantage of being less subjective and can be
automated for large datasets, using freely available packages such
as those in the Lake Analyzer library for the R programming soft-
ware (Winslow et al. 2018). One disadvantage of this method,
however, is that the estimates of the rate of change are made
locally without using information from the entire gradient pro-
file. Therefore, these estimates are substantially sensitive to the
data resolution of the profile, which is obtained at discrete depth
intervals. An improvement to this approach involves adding
weights to adjacent measurements (Read et al. 2011). Because no
assumptions are made regarding the form of the vertical gradient
and the probability distribution of the measured values, this
method is considered nonparametric. Other nonparametric or
semiparametric methods, such as piecewise linear regression
and cubic spline, also have been used to smooth the discrete pro-
file to better model vertical gradients and estimate derivatives
(Fiedler 2010).

An additional class of methods makes use of parametric func-
tions (equations with a fixed number of coefficients) to model
environmental gradient profiles. Many functions have been
used, including the sigmoidal function (King et al. 1997; Alvera-
Azcarate et al. 2011), the cumulative function of generalized F
distribution (Chan and Matthews 2005), and a modified version
of the van Genuchten (1980) function widely used to model
hydraulic conductivity in soils (Rimmer et al. 2005). The main
advantage of this broad suite of approaches is to use information
from the entire environmental profile, thus producing estimates
that are not as sensitive to data resolution of the profile. The main
drawbacks are that parametric methods impose a more rigid
modeling function compared to nonparametric approaches, and
they may be computationally more intensive, requiring good
nonlinear optimization algorithms like Gauss-Newton. Some
constraints to the parameter space may be provided to avoid
unrealistic parameter values (Alvera-Azcarate et al. 2011).

An optimal approach would consider not only the whole pro-
file for the estimation of the thermocline and mixed layer depths
but also take advantage of the temporal or spatial correlation of
neighboring profiles. This is possible due to the nature of water
temperature or density variables, which are spatially and tempo-
rally explicit. Many statistical approaches have been developed to
handle this type of autocorrelated variable, among them the auto-
regressive models, such as the simultaneous and conditional auto-
regressive models (SAR and CAR; Cressie 1993). These methods
derive their autoregressive part from stationary time series models,
using the Markov property to adjacent spatial measurements. This
class of autoregressive models has been used in many areas such
as econometry, epidemiology, sociology, and ecology, due to its
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flexibility and robustness (Anselin 1988; Potter et al. 2010; Ver
Hoef et al. 2018).

Ver Hoef et al. (2018) strongly advocate the use of these
models in ecological studies and list many practical uses such
as model selection, estimation of autocorrelation and related
connectivity parameters, spatial regression, smoothing, and
prediction. In relation to the latter, this method is a powerful
tool for handling missing values and making good predictions,
because including autocorrelation creates unbiased estimators
(Miller et al. 2007; Ver Hoef et al. 2018). The spatial smooth-
ing is analogous to increasing sample size, because informa-
tion from neighbors is borrowed, thus decreasing the chance
to obtain noisy or erroneous estimates (Potter et al. 2010).

The objective of this study is to evaluate the performance of a
CAR model in modeling vertical gradients of water column and
compare the estimates of thermocline and mixed layer depths
with estimates made by the GC approach (i.e., the most com-
monly used numerical approach). To our knowledge, we present
the first attempt to use nonlinear regression with temporal auto-
correlation of the parameters for the estimation of thermocline
and mixed layer depths. In this article, we make the following
contributions:

1. Propose a parametric model for the vertical gradient of

water density in which the parameters vary smoothly in

time according to a CAR model. We also propose a Bayesian
estimation procedure for these parameters.

. Compare the performance of both methods (i.e., CAR and
GC) on profiles that have decreasing resolution in space
(i.e., depth) and show that our proposed methodology pro-
vides more consistent estimates of thermocline and mixed
layer depths even with low numbers of measurements in
space (i.e., depth) and time.

. Assess the performance of both methods using a high-
frequency dataset, with low resolution in space (i.e., depth),
and show that our proposed methodology is more robust and
less variable.

Material and procedures

Study lakes

The field study was conducted in one tropical natural lake—
Lake Dom Helvécio (19°46'54"S, 42°35'31"W)—located in the
Atlantic rainforest of southeast Brazil. The lake belongs to a
unique lake system, the Middle Rio Doce, with more than
300 waterbodies, which have been monitored by the Interna-
tional Long-Term Ecological Research (ILTER) project since 1999.
This lake is warm monomictic, with a short circulation period
(from May to August) during the dry season. It is classified as
oligomesotrophic (Maia-Barbosa et al. 2010) with a perimeter of
37.7 km, an area of 5.3 km?, a volume of 5.94 x 10’ m?, and a
maximum and mean depth of 39.3 and 11.2 m, respectively
(Bezerra-Neto and Pinto-Coelho 2008). The second is a temperate
lake—Lake Mendota (43°06'N, 89°25'W)—Ilocated in an urban
area of Madison, Wisconsin, and has been monitored by the
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North Temperate Lakes Long-Term Ecological Research (NTL-
LTER) program since 1995. It is a dimictic and eutrophic lake with
a perimeter of 33.8 km, a surface area of 39.4 km?, a volume of
about 5.0 x 10® m?, and a maximum and mean depth of 25.3 and
12.7 m, respectively.

High-resolution profile

We performed a downward and immediately thereafter an
upward high-resolution temperature profile in Lake Dom Helvécio
in each month of 2012 using a Hydrolab® DS 5 (Hach) multi-
parameter probe. Temperature and depth values were collected
automatically at 3 s intervals while the probe was retrieved slowly
through the water column (the average number of measurements
were 136 per profile, with a mean distance of 11 cm between adja-
cent points). Because the measurements were taken at distinct
depths in each month, the profiles were smoothed by a local
polynomial regression (with span parameter equal to 0.5 and fitted
surface computed exactly), and the fitted values of a 10 cm equidis-
tant profile were extracted. The downward and the upward profiles
of the same month were examined graphically to look for possible
inconsistencies, and then they were averaged, producing one
unique profile per month. From the high-resolution 10-cm profile,
we created six downscaled (i.e., downsampled) profiles by system-
atically sampling the high-resolution profile with distances
between samples equal to 20, 50, 100, 150, 200, and 400 cm. The
depths of the thermocline and the mixed layer in each month
were estimated using the GC implemented in Lake Analyzer soft-
ware following Read et al. (2011), and CAR logistic model esti-
mated through a Bayesian nonlinear estimation using software
WinBUGS 1.4.3 (see below). For the estimates, measurements of
the first meter of the profile were discarded due to the presence of
secondary daily thermoclines very common in lakes of this system
(Barbosa and Padisak 2002). Furthermore, the measurements
below 20 m were also discarded because of the lack of variability in
temperature throughout the year. This study was conducted only
in Lake Dom Helvécio.

High-frequency dataset

The high-frequency dataset for Lake Mendota was obtained
from the NTL-LTER site (https://lter.limnology.wisc.edu/). Specifi-
cally, we used the “North Temperate Lakes LTER: High-Frequency
Water Temperature Data - Lake Mendota Buoy 2006 - current”
(dataset ID: 130 [Magnuson et al. 2012]). For Lake Dom Helvécio,
data were collected by a thermistor chain of 12 sensors installed at
the deepest point at depths 0.5, 2, 3.5, 4.5, 5.5, 6.5, 7.5, 9, 10,
12,15, and 21 m. These sensors recorded water temperature, with
an accuracy of + 0.2°C, every 15 min between May 2011 and
December 2012. The raw data collected were validated, excluding
unrealistic measurements and corrected for sensor drift by com-
paring to monthly data from the high-resolution profile and by
field calibrations. For the estimation, we restricted our analysis
within the stratified period (between 01 November 2011 until
31 May 2012) and used a time resolution of 2 h, which was sys-
tematically sampled from the high-frequency dataset. We also did
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not use the subsurface (0.5 m) measurements, in order to exclude
secondary thermoclines, as described above.

Meteorological variables and water column stability

Meteorological data for lake Mendota were obtained from
the Wisconsin State Climatology Office, Madison, Wisconsin
(https://www.aos.wisc.edu/~sco). We used the daily values of
mean air temperature and accumulated rainfall from three sta-
tions located in the Mendota’s surroundings, with values aver-
aged to yield one time series. Wind speed data were obtained from
the NTL-LTER site (https://lter.limnology.wisc.edu/). Specifically,
we used the “North Temperate Lakes LTER: High Frequency Data:
Meteorological, Dissolved Oxygen, Chlorophyll, Phycocyanin -
Lake Mendota Buoy 2006 - current” (dataset ID: 129 [Magnuson
et al. 2012]). Meteorological data for Lake Dom Helvécio were
obtained from the Instituto Nacional de Meteorologia (http//
www.inmet.gov.br) and from Sistema Brasileiro de Coleta de
Dados (http://sinda.crn2.inpe.br/PCD/). We used daily values of
mean air temperature and accumulated rainfall obtained from
three weather stations located within a radius of 10 km from the
center of the lake. Wind speed was measured at 1 m above the lake
surface from a station (Global Water® WE550) located in the cen-
tral deep region of the lake.

The water column physical stability was assessed by the
Schmidt stability (Idso 1973) and lake number (Imberger and
Patterson 1989). These two indexes were estimated using the
time series functions (ts.schmidt.stability and ts.lake.number,
respectively) from the R package rLakeAnalyzer (Winslow
et al. 2018). Details of index equations and calculations can be
found in Read et al. (2011). Hypsographic data necessary to
calculate the stability indexes were obtained from Brock
(1985) and Bezerra-Neto and Pinto-Coelho (2008).

Lake Analyzer software

The thermocline and mixed layer depths were estimated
using the function “thermo.depth” with S,,;, parameter equal
to 0.1 and the function “meta.depths” with slope parameter
equal to 0.05. We tested two S,,;;, values equal to 0.1 and 0.05,
and the difference was negligible in the estimation of the ther-
mocline depth, so we choose to use the function default value
which is 0.1 (results not shown). The same two values were
tested for the slope parameter, and we found a large difference
in the estimated mixed layer depths. We choose the slope
value equal to 0.05 by visual inspection. It is important to
note that water temperature values are internally converted to
water density using the function “water.density” before mixed
layer and thermocline depths are estimated. Thus, before
applying the CAR method (described below), water tempera-
ture measurements were also converted to density using the
same function. As we are working with densities, it would be
better to use the term pycnocline instead of thermocline, how-
ever, we decided to keep the latter term because it is more
widely used.
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CAR logistic model
We assumed that the density D at depth z in time t has a
normal distribution.

(D12,6) =N (1,,00?) (1)

iid
with constant ¢% and

Dtopt _Dbottomt
1 + elbe(z-)]

Hz,t = Dpottom, + F(z,1) (2)
where Dyottom, and Dyop, are, respectively, the densities of the
bottom and the top of the thermistor chain used in the analy-
sis at time t, 7, is the depth of thermocline at time ¢, and g is
proportional to the derivative of density change in relation to
depth at the thermocline depth (Fig. 1).

We included a temporal autocorrelation for each one of the
four parameters (P) with lag equal to 1 and —1. This means that
the parameters had a unique mean (a) with a random error corre-

lated with estimates of its two adjacent neighbors (¢;).

)

where i—j are two adjacent periods (for the high-resolution pro-
file, i—j are two adjacent months and for the high-frequency
dataset, i—j are two adjacent measures taken at a 2-h fre-
quency), and N is the number of periods used. We used flat
improper priors for the mean of each of the four parameters in
the logistic regression

P=a+e;

A 2
‘QZ(&'—%‘)

-

3)

f(sl,...,sN|/1)o<eXp< (4)

flag)x1, k=1...4 (5)

The variance was modeled as the reciprocal of the precision
and we used a gamma (0.01; 0.01) distribution. The same
gamma distribution was used as a priori distribution of hyper-
parameters (1) in Eq. 4. Estimation was made using software
WinBUGS 1.4.3 together with the R package “rbugs” (Yan and
Prates 2013). We simulated 10,000 samples and neglected the
first 5000.

Disttom Degp = depltlhrim Density
Z : . .
§ | Dyottom = de;lzlzmm Density
8 ! T= F"(dgpth) = 0 (inflection point)
% : T = k% of the interval [Dyop; Dpottom]
D s ; f |
t — > D, -D
*® T10 T T a= BM.slope at deptht

Tgo Depth

Fig. 1. The four-parameter logistic function to describe the interpretation
of its parameters.
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The thermocline depth is estimated by the r parameter in
the formula, and the mixed layer depth can be estimated
through the formula z — In(p)/g. The value p is chosen to
make this parameter represent the depth at which the density
increases by 1/(p + 1)% of its top value. It is arbitrary and can
be changed by the user, similarly to the slope parameter in
“thermo.depth” function. For the high-resolution profile, we
used a p =199, which corresponds to a density decrease of
0.5%. For the high-frequency dataset, we used p =9, which
corresponds a density decrease of 10%.

Comparing model performance

We visually compared the thermocline and the mixed layer
depths estimated by both methods from the 10 cm interval
profiles by plotting the estimated values against the tempera-
ture profiles (Fig. 2). We also used a linear regression analysis
to check the concordance between both methods. After
assessing the concordance between methods in this ideal sce-
nario, we quantified the performance of each method sepa-
rately to downsampling through the root-mean-squared
deviation (RMSD) between the respective value estimated
using the 10 cm interval profiles and that using the down-
sampled profile.

me

(de, =31 ’

RMSD;; = e Py
ij

where dy; is the estimation of mixed layer or thermocline
depth in month ¢t based on the downsampled profile i (i = 20,
50, 100, 150, 200, and 400 cm) for method j (j = GC or CAR),
and &, is the mixed layer or thermocline depth of month
t based on the ideal scenario (i.e., 10 cm interval profile) for
each method j. We excluded from the analysis the estimates
for the months June, July, and August, as the gradient profiles
were very small in these months, and the lake is considered
completely mixed.

Assessment

Comparing the estimation with the high-resolution
profile (10 cm)

According to our expectations, both methods demonstrated
strong concordance for estimating both mixed layer and thermo-
cline depths in the ideal scenario with the high-resolution pro-
files (i.e., distance between adjacent measurements equal to
10 cm; Fig. 2). The largest differences between methods were
observed for the mixed layer depth in December (0.97 m) and for
thermocline depth in January (1.6 m), with a mean difference
equal to 0.55 m. In September, the CAR method estimated a neg-
ative value for the mixed layer depth that was converted to zero.
The intercept and the slope between estimates from both
methods did not differ from the 1 : 1 line (intercept equal to zero
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Fig. 2. Comparison between the mixed layer and thermocline depths estimated by two distinct methods in Lake Dom Helvécio. The gray bar represents
the mixed layer. For each month, the light gray bar is the mixed layer estimated by the GC method, and the dark gray bar is the mixed layer estimated
by the CAR method. The circle and the triangle symbols represent the estimated thermocline depths according to the GC and the CAR methods, respec-
tively. The estimates for months June, July, and August are not shown, because the gradient profiles were very small in these months, and the lake was

considered completely mixed.

and slope equal to one), indicating a significant agreement
(Table 1; Figs. 3-4).

Performance to decreasing resolution of profile

The RMSD values increased for both methods when com-
paring very refined profiles to coarser profiles (Figs. 5-6). The
CAR method had the lowest RMSD compared to the GC for
both estimates (i.e., mixed layer and thermocline depths) in
every comparison, except for the mixed layer depth with a
20 cm interval profile (Fig. 5). These results show that the GC
method had a higher sensitivity to downsampling of water
profile data and indicates that the CAR method is more effi-
cient and may be preferred when data from a smaller number
of thermistors are available. Our findings are supported by a
previous study which revealed similar results when comparing
the thermocline estimation using the GC method with the
estimation of thermocline by fitting individual temperature
profiles to sigmoid curves (Alvera-Azcarate et al. 2011).

Performance of methods on a high-frequency dataset

The performance of both methods on a high-frequency dataset
was assessed qualitatively. The GC method showed a highly
erratic oscillation in the estimated mixed layer and thermocline
depths, because this method is highly sensitive to small perturba-
tions in the profile (Figs. 7A, 8A). As an example, we analyzed the
estimates made by both methods for Lake Dom Helvécio on
29 December 2011, for hours 2:00 and 4:00 h. The maximum
temperature difference between these two profiles was 0.56°C
(i.e., they are very similar profiles), but the thermocline and mixed
layer depths estimated by GC method for both periods were 4.4
and 3.13 m apart, respectively. By contrast, the CAR method
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Table 1. Estimates for the slope and intercept between the
mixed layer and thermocline depths (m) estimated by both
methods (i.e., GC and CAR) for the high-resolution profile dataset
in Lake Dom Helvécio. In parenthesis is the 95% confidence
interval.

Mixed layer depth (m) Thermocline depth (m)

Intercept ~0.13 (~1.09; 0.82) ~0.35 (=2.40; 1.79)
Slope 1.04 (0.87; 1.22) 1.03 (0.78; 1.28)

o 24

>

w

w

o~ ©-

o £

o=

29 ©-

S

t=

£ 7

=2

55 o

| w2

S

@) o

T T T T T
- 6 8 10

Gradient criterion
Mixed layer (m)

Fig. 3. Estimates of the mixed layer depth according to the GC and CAR
methods in Lake Dom Helvécio. The dashed line shows the 1 : 1 diagonal,
and the solid line is the regression fit.

produced estimates that were less than 0.04 m apart. The inclu-
sion of temporal autocorrelation of the parameters avoided abrupt
variations in the estimates when small oscillations of water
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Fig. 4. Estimates of thermocline depth according to the GC and CAR
methods in Lake Dom Helvécio. The dashed line shows the 1 : 1 diagonal,
and the solid line is the regression fit.
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Fig. 5. RMSD for each profile interval (20, 50, 100, 150, 200, and
400 cm) for the mixed layer depth estimation in Lake Dom Helvécio. The
solid line is the GC method, and the dashed line is the CAR method.

temperature were present (Figs. 7B, 8B). This is also a desirable fea-
ture when outliers are present. Chan and Matthews (2005) dis-
cussed the lack of convergence problem in nonlinear fitting due to
the presence of nonconforming observations and proposed
switching the nonconforming point by a local interpolation.
Using the CAR method, this adjustment is not necessary because
the nonconforming point would have a small effect on the estima-
tion of the mixed layer and thermocline depths due to the fact
that the neighboring profiles help achieve appropriate model
convergence.

Although the estimates made by CAR method are robust to
small measurement oscillations (i.e., noise), they are still capa-
ble of detecting “real” abrupt changes, such as extreme wind-
driven mixing events. This can be observed very clearly at the
end of September for Lake Mendota, where the wind velocity
reached nearly 12 m s™!, inducing water column mixing and
deepening the thermocline more than seven meters in just
18 h (Fig. 8). Other wind-driven mixing events could also be
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Fig. 6. RMSD for each profile interval (20, 50, 100, 150, 200, and
400 cm) for the thermocline depth estimation in Lake Dom Helvécio. The
solid line is the GC method, and the dashed line is the CAR method.

seen at the end of August. For Lake Dom Helvécio, the period
between November 2011 and January 2012 has the majority
of storms that strongly influence the heat balance of the lake,
bringing cold water from high rainfall. This unstable period
was correctly captured by both methods, showing an oscilla-
tion in both mixed layer and thermocline depths (Fig. 7).

For the CAR method, there were negative estimates of the
mixed layer at the end of February and June 2012, when the ther-
mocline was shallower. This drawback could be easily resolved by
transforming the negative values to zero. A similar approach is
used by the Lake Analyzer software, which does not estimate the
mixed layer when the difference between temperature measure-
ments is below a pre-established threshold.

Correlation between water column stability and the beta
parameter

The g parameter is related to the steepness of the metalimnion
profile, which is related to water column stability. Another mea-
sure would be the slope at depth z, which is related to the g
parameter (Fig. 1). In order to check this, we calculated the
Spearman correlation between g and slope parameters and two
indices for measuring water column stability: Schmidt stability
and lake number. The highest correlation found was between
slope at thermocline depth and Schmidt stability for Lake
Dom Helvécio (Table 2). For Lake Mendota, all the correlations
were low (Table 3). Some contrasting results can be seen, such as
the negative correlation between slope and lake number for Lake
Mendota and a positive correlation for the same pair of variables
for Lake Dom Helvécio. This result shows us that the g and the
slope parameters may not be a good measurement for lake stabil-
ity. A similar conclusion was found for oceanic profiles by Fiedler
(2010), who concluded that the slope of the temperature-depth
profile within the thermocline does not give a good measure
of the degree of stratification, interpreted as water column
stability.
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Fig. 7. Estimations of thermocline depths (black line) and metalimnion (shaded region) for Lake Dom Helvécio by both methods, (A) the GC method and
(B) the CAR method. The thermal structure of the lake is plotted using the high-frequency data with a 2-h frequency. The depths where the thermistors were
installed correspond to the numerical values marked in the y-axis. Measurements above 2 m and below 17 m are not shown. (C) Air temperature (thick black
line), Schmidt stability (thick gray line), wind velocity (thin black line), and rainfall (gray bars) for the period between January 2011 and June 2012.

Discussion

Our study described a new approach to estimate the mixed
layer and thermocline depths and compared the performance
of this method with the commonly used GC approach. We
found that the GC method, which estimates the parameters
for each profile individually and locally calculates the rate of
change of density relative to depth, is particularly sensitive to
the resolution of the profile, and to the presence of small oscil-
lations in water temperature measurements. We can overcome
this limitation by using a statistical technique that considers
both the temporal autocorrelation of adjacent profiles and the
information from the entire profile to estimate parameters. In
this sense, the use of our methodology has the same result as
increasing sample size as the estimates have lower variability.
For budget-limited projects where the number of probes or
thermistors available is scarce, this method presents a very
useful and desirable feature.
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The CAR function is a Bayesian hierarchical model primarily
used to model spatial processes (Besag 1974). However, this
method is also useful to model any autocorrelated structures like
time series, because it has the same Markov properties of tempo-
ral autocorrelation models (Cressie 1993). Some studies with ver-
tical profiles data are spatially explicit (Fiedler 2010; Alvera-
Azcarate et al. 2011) and they could take advantage of this spatial
autocorrelation to make more accurate and precise estimates.

A potential limitation of CAR models is that they are com-
puter intensive, and the estimation of very large datasets requires
computers with high processing capability. Using an Intel i5
2.3 GHz processor with 8 GB of RAM, it took 23 min to calculate
the estimates for 12 sensors collecting data every 2 h for 7 months
(2556 time steps). However, new software for performing Bayes-
ian inference is being developed which will include parallel
computations (e.g., MultiBUGS), and we expect that the size
of the dataset will no longer be an issue in the very near future.
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Fig. 8. Estimations of thermocline depths (black line) and metalimnion (shaded region) for Lake Mendota by both methods, (A) the GC method and
(B) the CAR method. The thermal structure of the lake is plotted using the high-frequency data with an hourly frequency. The depths where the thermis-
tors were installed correspond to the numerical values marked in the y-axis. Measurements above 2 m are not shown. (C) Air temperature (thick black
line), Schmidt stability (thick gray line), wind velocity (thin black line), and rainfall (gray bars) for the period between July 2009 and October 2009. Note

that the temperature scale is not the same as in Fig. 7.

Table 2. Spearman correlation between hourly estimates of sta-
bility indices and beta and slope values estimated by CAR method
for Lake Dom Helvécio. Statistically significant correlation coeffi-
cients (p < 0.05) are in bold.

Schmidt stability Lake number

Lake number 0.51
Beta CAR 0.21 -0.01
Slope CAR 0.79 0.34

Comments and recommendations

In this study, we used temperature/density measurements to
study stratification. However, the same methodology could also
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Table 3. Spearman correlation between hourly estimates of sta-
bility indices and beta and slope values estimated by CAR method
for Lake Mendota. All correlation coefficients are significant
(p < 0.05).

Schmidt stability Lake number

Lake number 0.17
Beta CAR 0.08 -0.32
Slope CAR 0.45 -0.36

be applied with any other variable that has a sigmoidal-like pro-
file shape. For instance, the dissolved oxygen profile is often
noisy, requiring some filtering in order to separate the signal from
the noise, and our methodology could be a possible candidate. In
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addition, although we used lakes as our study system to demon-
strate the efficiency of our method, it can readily be applied to
profiles both in lakes and oceans.

It is well established that the vertical temperature profile in
lakes and oceans is a result of interacting processes that
include solar radiation, wind, currents, seiches, and so forth.
Consequently, the real-vertical profile has a very complex
microstructure, making it difficult to model using only a sim-
ple sigmoid function. The aim of our study was to demon-
strate a new methodology to improve estimates of the
thermocline and mixed layer depths, and we believe that this
is the first step toward the improvement of vertical profile
modeling strategies. For instance, in relation to secondary
thermoclines, the GC implemented in Lake Analyzer package
is capable of estimating not only the parent or seasonal ther-
mocline but also the secondary thermocline. The four-
parameter logistic function can model only the parent ther-
mocline, but this function can be extended, including more
parameters, to model both thermoclines. One candidate is the
seven-parameter double-sigmoid function (Lipovetsky 2010).
Extending this model to estimate also the secondary thermo-
cline would increase computational time but would be very
useful to study diel stratification patterns like atelomixis
(Barbosa and Padisak 2002) and lake metabolism.

We demonstrated that by explicitly including temporal
autocorrelated data from neighboring profiles, we could substan-
tially improve estimates of the mixed layer and thermocline
depths. These improvements are especially apparent for data pro-
files with a very poor resolution and irregular sampling schemes
with the presence of missing values. The model fitting through
Bayesian nonlinear regression with CAR errors (CAR model) was
robust to noisy data and resulted in more precise estimates com-
pared to the GC method. Read et al. (2011) advocate that the
methodology implemented in Lake Analyzer software should be
improved, promoting a more objective and efficient methodol-
ogy that could be used by increasing the number of studies with
high-frequency measurements. Although we do not imply that
our method is necessarily more correct than the GC, it does allow
more information to be leveraged in the estimation of vertical
stratification characteristics.
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